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A escala global, asistimos a una 

competencia de grandes poderes 

para asegurarse las ventajas 

económicas, políticas y militares 

de la IA en un entorno geopolítico 

cada vez más fragmentado y 

polarizado 



La carrera de la IA

▪ Modelos de gobernanza tecnológica muy diferenciada, basadas en 

diferencias ideológicas sobre el papel de los mercados, el Estado y los 

derechos individuales:

▪ “La autorregulación capitalista de los Estados Unidos” 

▪ “El tecnoautoritarismo de China”
▪ “La regulación integral garantista de la UE”

▪ Los “imperios digitales” (Anu Bradford): las grandes potencias exportan sus 

modelos de gobernanza digital a otros países, extendiendo su influencia y 

dando forma al orden digital global de acuerdo con sus valores. 
▪ Dos niveles o dimensiones estructuran la competición global por la IA: 

▪ Batallas horizontales (entre estados)

▪ Batallas verticales (entre gobiernos y empresas tecnológicas)



Políticas de la IA de la Unión Europea

COMISIÓN EUROPEA

▪ Comunicación sobre Inteligencia Artificial para Europa (Estrategia Europea de IA), 

(2018): un ambicioso plan para aumentar las inversiones, fortalecer la investigación y la 

innovación en IA y facilitar el acceso a los datos.

▪ Declaración de Cooperación sobre Inteligencia Artificial (2018): los Estados 

miembros de la UE unieron fuerzas en materia de IA para aprovechar su potencial y 

abordar los problemas derivados de esta tecnología.

▪ Plan Coordinado sobre Inteligencia Artificial (2018): establece los objetivos y 

prioridades estratégicos de la Unión Europea en materia de inteligencia artificial.

▪ AI Watch (2018): monitoriza el desarrollo, la adopción y el impacto de la inteligencia 

artificial en Europa.

▪ Alianza de IA de la UE (2018): complementa y apoya la labor del Grupo de Expertos de 

Alto Nivel en IA y aporta información a la formulación de políticas europeas en materia de 

IA.



▪ Grupo de Expertos de Alto Nivel sobre Inteligencia Artificial (2018): asesora

a la Comisión Europea en su estrategia de IA.

▪ Directrices éticas para una IA fiable (2019)

▪ Recomendaciones sobre políticas e inversiones en IA fiable (2019)

▪ Lista de evaluación para una IA fiable (ALTAI) (2020)
▪ Consideraciones sectoriales sobre las recomendaciones sobre políticas e 

inversiones (2020)

▪ Libro Blanco sobre Inteligencia Artificial (2020): establece un futuro marco 

regulatorio de IA para la UE y contiene acciones específicas para el apoyo, el 

desarrollo y la adopción de la IA en la economía y la administración pública de la 
UE.

▪ Asociación de IA, Datos y Robótica en Horizonte Europa (2021): proporciona un 

liderazgo sólido en el despliegue generalizado de IA, datos y robótica en 

sectores y regiones de toda Europa.



Ley Europea de IA (EU AI Act)

▪ Entró en vigor el 1 de agosto de 2024 y será plenamente aplicable a partir del

2 de agosto de 2026.

▪ Introdujo un marco jurídico uniforme para el desarrollo, la provisión, el

despliegue y el uso de la IA en la Unión Europea.

▪ Adopta un enfoque basado en el riesgo para la IA y clasifica los sistemas de
IA según la intensidad y el alcance de los riesgos que podrían generar para

la salud, la seguridad o los derechos fundamentales de las personas:

▪ Riesgo inaceptable;

▪ Riesgo alto;

▪ Riesgo limitado;
▪ Riesgo mínimo.





Sistemas de IA con riesgo inaceptable

▪ Las aplicaciones de IA con riesgo inaceptable están prohibidas por 

completo o exceptuando ciertas circunstancias.

▪ El artículo 5 de la Ley de IA establece los sistemas de IA prohibidos:

▪ Utilizar técnicas subliminales, manipuladoras o engañosas para 
distorsionar el comportamiento y perjudicar la toma de decisiones

informada, causando un daño significativo (artículo 5(1)(a));

▪ Aprovechar vulnerabilidades relacionadas con la edad, la discapacidad o 

las circunstancias socioeconómicas para distorsionar el comportamiento, 

causando un daño significativo (artículo 5(1)(b));
▪ Puntuación social, es decir, evaluar o clasificar a individuos o grupos en 

función del comportamiento social o los rasgos personales, causando un 

trato perjudicial o desfavorable a dichas personas (artículo 5(1)(c));

▪ (···)





▪ La Comisión Europea ha propuesto posponer partes de la ley hasta 2027. Esto se produce tras la intensa presión ejercida por
las empresas tecnológicas y la administración Trump.

▪ Ómnibus digital: nueva iniciativa europea para revisar y simplificar las amplias regulaciones digitales de la UE, incluyendo las
regulaciones sobre privacidad y legislación enmateria de datos.

▪ En particular, el Ómnibus ofrece más tiempo a las empresas y organizaciones que implementan tecnologías de IA de alto
riesgo, utilizadas para fines como el análisis de currículos, la evaluación de exámenes escolares o la evaluación de solicitudes
de préstamos. Estas tecnologías no se verán afectadas por el alcance total de las disposiciones de la AI Act hasta diciembre de
2027, más de un año después de la fecha original de agosto de 2026.

▪ ¿A qué se debe este retraso en la aplicación de la IA Act? La Comisión ha atribuido el aplazamiento a la falta de
implementación por parte de los Estados miembros y a la necesidad de tiempo de las empresas para adaptarse a las nuevas y
complejas normas.

▪ El grupo de presión de las grandes tecnológicas, CCIA (Computer & Communication Industry Association), que cuenta entre
sus miembros con Amazon, Apple, Google o Uber, celebró el retraso propuesto por la Resolución Ómnibus, pero pidiómedidas
más audaces y claras.

▪ ¿Cual és el impacto de esta medida? Si se adopta el Ómnibus Digital, los modelos de IA podrán utilizar datos previamente
restringidos para tomar decisiones sobre el acceso a servicios financieros esenciales. Por ejemplo: a una persona se le podría
negar un préstamo debido a un modelo de IA sesgado, o se le podrían cobrar primas de seguro más altas en función de su
estado de salud previsto.



Las otras geopoliticas de la IA...

1. la soberanía digital y el monopolio de 

infraestructuras y reguladores; 

2. el extractivismo; 

3. las pruebas beta y las 

incompatibilidades contextuales

4. los mercados de datos y los derechos

laborales. 






	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13

