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A escala global, asistimos a una
competencia de grandes poderes
para asegurarse las ventajas
economicas, politicas y militares
de la IA en un entorno geopolitico
cada vez mas fragmentado y
polarizado
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Tabla 1. Elementos y actores clave que estructuran la competicién

geopolitica por la 1A
Componentes geopoliticos

a) Datos

Son vitales para la 1A, pero es
probable que su ventaja se limite
a aplicaciones especificas.

Principales paises/regiones

China, India, Estados Unidos

Principales organizaciones

Los actores tecnolégicos glo-
bales mas importantes (Meta,
Google, ByteDance, Amazon),
instituciones financieras

b) Infraestructura fisica Especial-
mente los chips y los centros de
datos. Hay que tener en cuenta
que la energia barata y los abun-
dantes recursos hidricos ayudan
a deferminar dénde se construye
la infraestructura del centro de
datos necesaria para el enfre-
namiento y la inferencia de la IA.

Estados Unidos, Taiwan, Japén,
Corea del Sur, Paises Bajos

Actores de semiconductores
(NVIDIA, TSMC, etc.), empre-
sas de computacién en la nube
(Amazon Web Services, Azure,
Google Cloud, Alibaba Cleud),
IBM, Salesforce

¢) Modelos algoritmicos /

innovacién

Estados Unidos, China, Fran-
cia, Alemania, Reino Unido

OpenAl, Mistral, Google,
Meta, Baidu, Aleph Alpha

d) El talento

Es el factor limitante en todos
los demds pilares fundamen-
tales.

Estados Unidos, China, Europa,
India

Universidades y centros de
investigacién, Google Deep-
Mind, OpenAl, Anthropic, efe.

e Regulacidn

Europa, Estados Unidos, China,
Canadd, India, Israel, Japén,
Rusia, Singapur, Corea del Sur,
EAU

QECD, UE, G-7, G20, Nacio-
nes Unidas, Consejo de Europa

Fuente: Elaboracién propia a partir de Lazard (2023: 12).
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La carrera de la IA

» Modelos de gobernanza tecnolégica muy diferenciada, basadas en
diferencias ideoldgicas sobre el papel de los mercados, el Estado y los
derechos individuales:

= “Laautorregulacién capitalista de los Estados Unidos”
= “El tecnoautoritarismo de China”
= “Laregulacion integral garantista de la UE”

» Los “imperios digitales” (Anu Bradford): las grandes potencias exportan sus
modelos de gobernanza digital a otros paises, extendiendo su influencia y
dando forma al orden digital global de acuerdo con sus valores.

» Dos niveles o dimensiones estructuran la competicion global por la IA:
» Batallas horizontales (entre estados)
= Batallas verticales (entre gobiernos y empresas tecnologicas)
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Politicas de la |IA de la Unidn Europea
COMISION EUROPEA

Comunicacion sobre Inteligencia Artificial para Europa (Estrategia Europea de |IA),
(2018): un ambicioso plan para aumentar las inversiones, fortalecer la investigacion y la
innovacion en |A 'y facilitar el acceso a los datos.

Declaracion de Cooperacion sobre Inteligencia Artificial (2018): los Estados
miembros de la UE unieron fuerzas en materia de |A para aprovechar su potencial y
abordar los problemas derivados de esta tecnologia.

Plan Coordinado sobre Inteligencia Artificial (2018): establece los objetivos y
prioridades estratégicos de la Unidn Europea en materia de inteligencia artificial.

Al Watch (2018): monitoriza el desarrollo, la adopcion y el impacto de la inteligencia
artificial en Europa.

Alianza de IA de la UE (2018): complementa y apoya la labor del Grupo de Expertos de
Alto Nivel en IA y aporta informacion a la formulacion de politicas europeas en materia de
IA.
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Grupo de Expertos de Alto Nivel sobre Inteligencia Artificial (2018): asesora
a la Comision Europea en su estrategia de |A.

Directrices éticas para una IA fiable (2019)

Recomendaciones sobre politicas e inversiones en IA fiable (2019)

Lista de evaluacion para una IA fiable (ALTAI) (2020)

Consideraciones sectoriales sobre las recomendaciones sobre politicas e
inversiones (2020)

Libro Blanco sobre Inteligencia Artificial (2020): establece un futuro marco
regulatorio de |A para la UE y contiene acciones especificas para el apoyo, el
desarrollo y la adopcion de la IA en la economia y la administracion publica de la
UE.

Asociacion de |A, Datos y Robdtica en Horizonte Europa (2021): proporciona un
liderazgo solido en el despliegue generalizado de |A, datos y robdtica en
sectores y regiones de toda Europa.
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Ley Europea de IA (EU Al Act)

= Entro en vigor el 1 de agosto de 2024 y sera plenamente aplicable a partir del
2 de agosto de 2026.

* |ntrodujo un marco juridico uniforme para el desarrollo, la provision, el
despliegue y el uso de la IA en la Union Europea.

= Adopta un enfoque basado en el riesgo para la |Ay clasifica los sistemas de
|A segun la intensidad y el alcance de los riesgos que podrian generar para
la salud, la seguridad o los derechos fundamentales de las personas:

» Riesgo inaceptable;

Riesgo alto;

Riesgo limitado;

Riesgo minimo.

Governance

ey (international)

Al Act

Innovation
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UNACCEPTABLE RISK

Social scoring, facial recognition,
dark pattern Al, manipulation

0@'/ First regulation on artificial intelligence

HIGH RISK

Transportation systems, safety, employment,
education access, border control, justice systems

g% Risk-based approach

LIMITED RISK
Al systems with specific transparency requirements
such as chatbots, emotion recognition systems

Entered into force 1 August 2024
MINIMAL RISK

Al enabled vid R filt s :
S Governance: Al Board, Scientific Panel, Advisory

Panel and Al Office
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Sistemas de |IA con riesgo inaceptable
» Las aplicaciones de IA con riesgo inaceptable estan prohibidas por
completo o exceptuando ciertas circunstancias.
» El articulo 5 de la Ley de |A establece los sistemas de IA prohibidos:
= Utilizar técnicas subliminales, manipuladoras o enganosas para
distorsionar el comportamiento y perjudicar la toma de decisiones
informada, causando un dano significativo (articulo 5(1)(a));
= Aprovechar vulnerabilidades relacionadas con |la edad, la discapacidad o
las circunstancias socioecondmicas para distorsionar el comportamiento,
causando un dafo significativo (articulo 5(1)(b));
= Puntuacion social, es decir, evaluar o clasificar a individuos o grupos en
funcion del comportamiento social o los rasgos personales, causando un
trato perjudicial o desfavorable a dichas personas (articulo 5(1)(c));
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EU Al Act — Implementation Dynamics

Supranational

Level (EL)

Eurapean
Commission

WIOHITORS, SURERWVISES,

Ewropean Dt

Protection Supssndsor

- HVESTIIATES
-

DESHZMATES £
ESTABLISHES

EE1ECTS
EHF’EHTS

Al Office {ECI

@Mﬂmm

» B scentfic Panel

f

LY

National Level
(Member States)

IDENTIFY

. GOl

BPPOINT

haticnal futhorities Superviss
amm, & Erforce Furdaranisl Rights

Al BOARD

md ()
A (@ wotiying Authorities

Member
States

Holified Bocies
ATy A5 SRR L Do)

ﬁ GRNI Pravicers

ol g S e, i g e e 1

Huh-&k Al System Providars
T

"y

—,
— Advizos,
Guides,
Coordinmtas

N | e L B
W,

=== Monilcrs,

Supanises,
Irrwesligabes

Designaies
E Estabilishas

N —

v

TOOLS & INSTRUMENTS Supranational & National i Wil Use for
“The Commissien i smpowensd io adogt Delsgeted Smplementing Acts, ster comiting with the ssparts desgnated by sech Member State. T he powar o
i oyt Dalmguted Acts b comdened on the Commimion for & pericd of fes pearn from 1.Augunt 2034 and mey be tachly sxtended thersafier
“The Commiasion ritsisd the A1 Fect the Al Dfice irnfet sieeha den to paricpata. Pt ooy Pledges cnder he A Fact were signed by awer 130
atakphckden on b Sestemser 202
By Fabrunry T2 (1) Tive 4 Biaed 21 i 53 ROt ot Comrréa s 10 (uorwati ] Besacy 1ok, Pooskders ane dapbayers. of A sysiems shll e massurs
0 O 8 SUTICHE T el 1 Al IVRBCY O LS
12 The Commesbision wil roide Guidelnes 06 The & denIGnS ot The prontited & pravices.
B Way 026 11 Tho Al Ofas il hiet 50 prabish Gombets) of Praatioe for Garaeal PUrcse &l modek witin sine ot shi the oiry ima fome, e &
O 3028 10 oy 0y i €0 o GPAL w1 T2 WANTIIS. TV € BT 4o WLy HE LS8 1 TAAT] VUGS 0%,
E)The requass Euo pesn o Stan dards howavet tha peced delay on fha -
srepatad st tha and o 3075 Tha Al Baand anc 1 Asvisery Fanum ars in be caraukes i tha pepaision of & S rdareason mums.
By Auguat 2028 (1] The Comminsion shoud naua Goidancs = facfitsle compliance with (va chkgatiars ar sarous ncdent mpzing
[3) Tha A Office and the Commission sre designing Templates st the A Boand 1 empowsred 0 request. The Comminzion snd the All OfMcs s clanning
o pubhah thar ry =l comient cead "0 of GPAI modeh, by Auger 2028
By Py I8 oossuring A Boaseh 135 10 privsia Gublasines S9o0ihing [he procicl Mok M Emsan o e
aicrion of g Rak Al BYTIRS The Coviriahen SNAB LBGTE Quiiins praskosly SBHe whsn cbeirod A4Le8T,
12 The Carmrbosion e T A1 O Bris (BrV¥Fe) T [Ribdsh e Terrpibane sl detabire) tha ost Teies! FOroein ) FANwHECh Drivaties of Nt &4
STH P 200 o wa BE T 1 O TR 1 e it I the plan

it 306 Matha il Cormpationt fosthvilies £<1B0ST Moglavary Saratiuness i) D eruner by Wem i St Howisie. tho Cosstission 1 n chage
o BRI PR B0 P THE ESIBCRERGT o] D TETL, w1 et A IR 15 L4 ki) R e A TR ARG,
By fuget 028 Tha Al Offics s tha Mambar Statan sl sncosrage and Iacibiats e rasming U ol Coses of Cosdect far volumiary spsbeaion of
apeciic High-Risk Al requinerme s 2 sho for Hon-High-Fisk Al rpsem.
By 2 Ausgust 208 an mesry e years Srernsta, o Commimicn wil svskssie 18 pact and alfecthasmns of oy eodeof condact




TECH

Commission proposes delaying key
part of EU’s Al rules

The 'stop the clock' plan would mean application of high-risk Al rules hinges on when
standards are completed, but Council and Parliament will still need to okay the delay

Maximilian Henning 2 Euractiv

La Comision Europea ha propuesto posponer partes de la ley hasta 2027. Esto se produce tras la intensa presion ejercida por
las empresas tecnoldgicas y la administraciéon Trump.

Omnibus digital: nueva iniciativa europea para revisar y simplificar las amplias regulaciones digitales de la UE, incluyendo las
regulaciones sobre privacidad y legislacion en materia de datos.

En particular, el Omnibus ofrece més tiempo a las empresas y organizaciones que implementan tecnologias de IA de alto
riesgo, utilizadas para fines como el analisis de curriculos, la evaluacién de exdmenes escolares o la evaluacidn de solicitudes
de préstamos. Estas tecnologias no se veran afectadas por el alcance total de las disposiciones de la Al Act hasta diciembre de
2027, mas de un afio después de la fecha original de agosto de 2026.

(A qué se debe este retraso en la aplicacion de la IA Act? La Comision ha atribuido el aplazamiento a la falta de
implementacién por parte de los Estados miembros y a la necesidad de tiempo de las empresas para adaptarse a las nuevas'y
complejas normas.

El grupo de presién de las grandes tecnoldgicas, CCIA (Computer & Communication Industry Association), que cuenta entre
sus miembros con Amazon, Apple, Google o Uber, celebré el retraso propuesto por la Resolucion Omnibus, pero pidié medidas
mas audacesy claras.

¢Cual és el impacto de esta medida? Si se adopta el Omnibus Digital, los modelos de IA podran utilizar datos previamente
restringidos para tomar decisiones sobre el acceso a servicios financieros esenciales. Por ejemplo: a una persona se le podria
negar un préstamo debido a un modelo de IA sesgado, o se le podrian cobrar primas de seguro mas altas en funcion de su
estado de salud previsto.
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Las ofras geopoliticas de la inteligencia
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The other geopolitics of Al

Carme Colomina Salé

Investigadera sénior y editora, CIDOB; profesora asociada, College of Eurcpe (Bélgica).
ceolomina@cideb org. ORCID: hitps://orcid.org/0000-0003-3848-4242

Marta Galceran-Vercher

Investigodora sénior, CIDOE; profesora asociada, Universitat Pompeu Fobra [Barcelona)
mgalceran@cidob.org. ORCID: htps./orcid.orgDOCO-0003-4991-1 3469

Cimo cilar este arfiodo: Coloming 5dlé, Carme y GolosranVercher, Mario. «las odas geopaliicas de la
inteligencia artificials. Revista CADOB d'Afers Infernacionals, n.* 138 |diciembre de 2024), p. 2750

DOl doi.org/10. 24241 freai 2024.138.3.27

Resumen: Lo irupeidn v despliegue de la in
teligencia artficial 4] fene un impade ex
ponencial en el procese de randormacidn y
resrdenamients geepolifcs global. i bisa
Estadios Unidos, China y, en menor medida,
la Unidn Evrepea [UE) lideran la Nameada
wcaneras per &l desarralls de la 1A en un
contexte de confrantacidn, e desarrallo tee
nelégico de la 1A es mucho més paliédrice
y global que el discurse geepolifice: de las
grandes potencins, con aclores ¥ ecosistamas
emergentes nado menospraciables. En linea
can las llamadas a crear marcos globales de
gobemanza de lo 14 mds inclusivos, este ar
ticulo explora cudl es el popel del Sur Global
en las geapolificas de lo 14, Para ells, ano-
liza los espacios, actores y preccupaciones
achalmente invisibilizodes en los discursos
dominantes sobre la geopelitica de la 14, que
son imprescindibles para entender cdme se
wan a desarrollar los sistemas algorimicas en
los prémimeos afios

Palobras dave: gecpdlitica, inteligencia arti-
ficial (4], gigontes tecnoldgicos, regulacian,
gobemanza, Sur Global, datos, actares, dis-
cursas, colonialismo digial, periferias
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Absiract: The rise and deployment of artifi-
cial intelligence [Al] is having an expenan-
tial impact on the process of transforma-
tian and realignment of global geopelitics.
While the United States, Chino and fo a
lesser extent the European Union [EL) are
leading the “rece” fo develop Al in a cli-
mate of confrontation, the technological
davelopment of Al is much more multifac-
stad and global than the geopolitical dis-
course of the major powers, with emarging
actors end ecosystems that should not be
underestimated. In line with the calls o cre-
ate more inclusive framewarks of global Al
governance, this paper explores what role
the Global Sauth plays in the geopolitics
of Al It analyses the spaces, actors and
concems currenfly overlooked in the domi-
nant discourses on the geopolitics of Al
perspectives that are essenfial fo under
stand how olgorithmic systems are going
to develop in the coming years.

Key words. gecpoliics, artificial intelligence
(Al tech gionts, regulafion, govemance,
Global South, data, aclors, discourses, digital
coloniafism, peripherias
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1.

Las otras geopoliticas de la IA...

la soberania digital y el monopolio de
infraestructuras y reguladores;

el extractivismo;

las pruebas beta y las
Incompatibilidades contextuales

los mercados de datos y los derechos
laborales.
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